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Abstract 

A new methodology for the modeling of unsteady, non premixed , axisymmet
ric reacting How in industrial furnaces is presented. The method is an extension 
of previous work by the authors to complex geometries, multistep kinetics mech
anisms, and realistic properties, especially thermochemical data. The walls of 
the furnace are represented as an embedded boundary in a uniform, rectangular 
grid. The grid then consists of uniform rectangular cells except at the furnace 
wall where irregular (mixed) cells may be present. We use finite volume dif
ferencing techniques for the convective, viscous, and radiative heat transport 
terms in the mixed cells, while a finite element-based technique is used to solve 
the elliptic equation arising from the low-Mach number formulation. Results 
from the simulation of an experimental natural gas-fired furnace are shown. 

1 Introduction 

The ability to model transient effects in furnaces is becoming increasingly important. 
The problem of ensuring the safe performance of an industrial furnace, for example, 
is more difficult during the startup or shutdown phases of operation than during 
normal operating conditions. FUrther, the peak formation of pollutants is much 
more dependent on transient behavior, in particular, on peak temperatures, than 
on average operating conditions. 

We present in this paper a new methodology for the modeling of unsteady, 
nonpremixed reacting flow in industrial furnaces. The method is an extension of 
previous work by the authors [25J to complex geometries, multistep kinetics mech
anisms, and realistic properties, especially thermochemical data. Results from the 
simulation of an experimental natural gas-fired furnace are shown. 

+ This work was performed under the auspices of the U.S. Department of Energy by the Lawrence 
Li vermore National Laboratory under contract W -7 405-Eng-48. Support under contract W -7 405-
Eng-48 was provided by the Applied Mathematical Sciences Program and the HPCC Grand Chal
lenge Program of the Office of Scientific Computing at DOE. 
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The methodology rests on the assumption that combustion in an industrial fur
nace is a low-Mach number flow. In such flows, the time scale of the acoustics is 
much smaller than the convective time scale, and acoustic effects are weak relative 
to advective effects. Under this assumption, then, detailed acoustic effects can be 
removed from the governing system of equations. The low-Mach number formula
tion thus enables the solution of the equations with a projection methodology that 
uses explicit higher-order upwind differencing of the convective terms with a time 
step restricted solely by an advective Courant-Friedrichs-Lewy (CFL) condition. 

The algorithm in this paper uses a second-order projection method for unsteady, 
low-Mach number reacting flow [20] which accounts for species diffusion, convective 
and radiative heat transfer, viscous transport, turbulence, and chemical kinetics. 
The projection method for low-Mach number reacting flow is an extension of a 
higher-order projection method for incompressible flow [5] to the equations of low
Mach number reacting flow [27, 24]. Our particular method is based on an ap
proximate projection formulation [3]. The method is implemented in this paper for 
axisymmetric flows with swirl, although cylindrical symmetry is not a limitation. 
A k - f. model is used for turbulent transport [16]. Chemical kinetics is modeled 
using a a two-step scheme for natural gas combustion [30] coupled with a simplified 
turbulent kinetics model [6, 23]. Radiative transport is modeled using the discrete 
ordinates method [9, 12, 22]. Viscosity and thermal conductivity are modeled with 
simple polynomial correlations [17] while GRI-Mech thermochemical data [13] is 
used to compute enthalpies, heat capacities, and heats of formation. The equation 
of state is the perfect gas law. 

The wall of the furnace is represented as a boundary embedded in a uniform, 
rectangular grid. Hence, the grid consists of uniform rectangular cells except at 
the fluid-furnace wall interface where irregular (mixed) cells may be present (Figure 
1). Methods using this approach are called Cartesian grid methods or embedded 
boundary methods. In our particular approach, we use finite volume differencing 
techniques for the convective, viscous, and radiative heat transport terms in the 
mixed cells, as in [2, 26], while a finite element-based technique [2] is used to solve 
the elliptic equation arising from the low-Mach number formulation. The explicit 
convective differencing technique used in the mixed cells imposes no additional time 
step restrictions even though the mixed cells may be arbitrarily small. Embedded 
boundary methods are a useful alternative to body-fitted structured or unstructured 
grid methods; see (26] for further discussion. 

There are a number of techniques for simulating reacting flow based on SIMPLE 
[8J and its extensions [14, 18]. Our method is qualitatively similar to SIMPLE in 
that SIMPLE also uses a sequential formulation with velocity-pressure corrections 
based on a projection methodology [10, 15]. A projection method for low-Mach 
number combustion is also presented in [11]. 

In §2 the model for low-Mach number flow is reviewed. The governing equations, 
the numerical algorithm, and numerical results are presented in §3, §4, and §5, 
respectively. 
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2 Model for Low-Mach Number Combustion 

The system of equations for reacting flow considered here is based on a model for 
low-Mach number combustion[27, 24], which we now briefly review. 

For flow in a spatially open domain the underlying assumption in the low-Mach 
number model is that M is sufficiently small (M < .3) so that the pressure P can be 
written as the sum of a temporally and spatially constant part Pamb and a dynamic 
part 1r, 

p(r, z, t) = Pamb + 1r(r, z, t), (2.1) 

where 1r/Pamb = 0 (M2) . All thermodynamic quantities are considered to be inde
pendent of 1r. The perfect gas law for a multi-component gas in a flow satisfying 
the low-Mach number assumption is then 

where R is the universal gas constant, and ml and mWI are the mass fraction and the 
molecular weight of species l. Differentiating (2.2) with respect to time and using 
continuity, the following constraint on the divergence of the velocity is obtained: 

V'. U = ~ DT + mWmix 2: _1_Dml. 
T Dt 1 mWI Dt 

(2.3) 

Expressions similar to (2.3) can be obtained if the equation of state is not the perfect 
gas law. 

Note: In this paper we use the symbol U to refer to (u, v)T except in the context 
of the deformation gradient 8Ui/8xj, in which case U refers to (u, v, w}T. 

3 Governing Equations 

The system of governing differential equations consists of the divergence constraint 
(2.3) and the following evolution equations for density, velocity, enthalpy, tempera
ture, species concentrations, and turbulent kinetic energy and dissipation rate: 

8p 
8t + V' . (pU) = O. 

PDu 
7Jl 

P
Dv 
m 

~ + V'. (pUw) 

_W
2 

r 

+UW 
r 

=-V'1r+V"T 

(3.1) 

(3.2) 

89t
h 

+ V' . pUh = V'. (,\ +,\t) V'T - V' . qrad + V' . 2:, phl(T) (D + Dt) V'ml 

(3.3) 
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DT 
PCp,mixN V' . (A + Ad V'T - V' . qrad+ 

V'. Llph,(T) (D + D t ) V'm, - pEL Dn":lhl(T) 

ape (ftt ) - + V' . pU e = V'. - + J1. V' e at a f 

The stress tensor 7 is given by T Tlam - R, where 

(3.4) 

(3.5) 

(3.6) 

The turbulent viscosity, thermal conductivity, and mass diffusivity are defined by 

Standard values of the turbulence model constants [16] are used: Cp. .09~ C1 = 
1.44, C2 1.92, ak = 1.0, a f = 1.3, at .7. 

The enthalpy h is defined by 

h = L m,hl(T), (3.8) 
I 

while the specific heat of the gas mixture~ Cp,mix, is Ll mICp,I(T). cp,I(T) and hl(T) 
are found using GRI-Mech thermochemical data [13]. hl(T) includes the heat-of
formation of species l. Numerically, equation (3.8) is used only to define the initial 
and inlet values of hi otherwise, h is found as the solution of (3.3). Moreover, 
equations (3.3) and (3.4) are redundant. In our numerical method, equation (3.4) 
is used solely to define intermediate values of T; otherwise, T is computed using h, 
ml, and (3.8). 

Equations (3.1) and (3.5) are also redundant, as are the trio of equations (3.8), 
(3.1), and (2.2). These redundancies are accounted for numerically. 

The divergence of the radiative heat flux qrad is found using a discrete ordinates 
model. The discrete ordinates model (9, 22] defines V' . qrad by 

V' . qrad = 4kaaT4 ka L wp,qlp,q, 
p,q 

(3.9) 

where the subscript p identifies a level of ordinate directions with a particular value 
of ~ and q indexes the separate ordinates sharing that leveL I p,q denotes a radiant 
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intensity, Wp,q an ordinate weight, and ka the absorption coefficient. In the absence 
of scattering 1p ,q satisfies 

1 8(1]1) k I _ k aT4 

a + a p,q - a 
r w 1r 

(3.10) 

where Lp,q Wp,q = 41T and J-l, e, and 1] denote direction cosines. 
In equation (3.5), Rl represents the mass rate of consumption of species l. For the 

calculations shown in this paper, the following two-step reaction model for methane 
oxidation [30] is used: 

CH4 + 3/202 -t CO + 2H20 
CO + 11202 H CO2-

(3.11) 

The corresponding rate of each reaction is the smaller of two rates, the first given 
by the Arrhenius rate equation recommended in [30] and the second by an eddy
dissipation model [6), respectively. We model the composition of the the fluid with 
the five species in (3.11) and N2. Mechanisms that are more complicated than (3.11) 
can be used with no additional difficulty aside from computational expense. 

We now discuss boundary conditions for the governing equations. The inlet 
profiles of u, v, w, T, h, and ml have prescribed values. We use recommended 
[21, 28] inlet values for k and f. At the outflow boundary, the gradients of all 
quantities are set to zero. At solid walls, the velocity and the gradients of p, ml 

and k are set to zero. The temperature is a prescribed value. We also use the 
"law-of-the-wall" [21, 28] to compute E, 7, and the conductive heat flux at the wall. 
The boundary conditions used in computing '\l . qrad are model-dependent. For the 
discrete ordinates model, we use the recommendations in [22]. 

4 Numerical Algorithm 

The algorithm used in advancing the solution from time tn to tn + ll.t t n+1 follows 
the approach used in [25]. We assume a uniform grid of rectangular cells with widths 
ll.r and ll.z indexed by i and j. The center of cell ij is (ill.r, j ll.z). The index ij 
is used to denote a value centered in cell ij or, equivalently, an average value over 
the celL The indices (i + 1/2,j), (i,j + 112), and (i + 1h,j + 112) are used to denote 
values at the right cell edge, the top cell edge, and the top, right corner or node, 
respectively, of cell ij. At the beginning of the time step, the numerical solution, 
except for pressure, represents the flow at time tn at cell centers. The solution for 

pressure, 1rr;~~+%, represents the pressure at the previous half-time step, t n - Y2 1 on 
cell corners. 

The furnace wall-fluid interface is essentially represented by volume and area 
fractions (Figure 1). The volume fraction Aij is the fraction of the volume of cell ij 
that contains fluid. The area fraction a is the fraction of the area of a cell face in 
contact with fluid. We denote cells for which Aij = 1 and a = 1 on all four edges as 
"fluid" cells, those for which Aij 0 as "body)' cells, and the remainder as "mixed" 
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cells. The numerical solution is defined on all fluid and mixed cells. Due to the 
finite element formulation of the projection, the pressure solution is defined on all 
four nodes of any cell for which Aij > O. 

surface nonnal 

volume fraction = 
voJume-of-tluidi 

volume-of-cell 

Figure 1: Embedded boundary representation of geometry in two-dimensional cells. 
Additional integrated quantities are required by the solution of the elliptic equation 
used to impose the divergence constraint. 

The method is a predictor-corrector scheme. In the predictor step, values of 
k, f, W, T, h, and ml are computed at time t n+1 using a higher-order upwind method 
for the convective terms and Crank-Nicholson differencing for the diffusive and the 
reactive terms. In addition, values of U, denoted by U* or (u*, v*), are computed 
in this step which do not necessarily satisfy the divergence constraint at t n+ 1• In 
the corrector step, the divergence constraint is imposed on the velocity through 
the solution of an elliptic equation, yielding un+l and 1T:"+~y2 '+ll' the pressure at 

• 1'l1J 12 

tn+1f2 = t n + 6.t/2. 
The predictor step of the algorithm itself uses a predictor-corrector formulation 

and consists of the following steps: 
(1) Compute 6.t: 

6.t = a min (6.r 6.z) 
"A n 1 n 1,): ij >0 U ij vij 

where the CFL number a satisfies a < 1. 

(4.1) 

(2) Compute discrete approximations of the convective terms in the governing 
equations at time t n + 6.t/2 using the embedded boundary convective differencing 
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techniques in [2, 26]: 

('\7 . pUcp)ij+l/2 for cp = h, m" w, k, f. and 

( )n+% £ T U . '\7 cp ij or cp = u, v, . 

(3) Compute pij+l = pij - !:l.t E, ('\7 . pUmdij+%. 
(4) Compute predicted values cpn+l,p of the solution at tn+1 for all flow quantities 

cp, cp = k, f, ml, T, h, u*, v*, and w using the Crank-Nicholson method. 
(5) Compute ('\7. qrad)n+l using the value of T and other quantities found in 

(4). 
(6) Correct the values of all the flow quantities to provide the solution at time 

tn +1 again using Crank-Nicholson differencing. 
In steps (4) and (6) the equations for each of the flow quantities k, f, m" T, h, 

(u*, v*), and ware solved sequentially so that only linear systems of equations 
result from the Crank-Nicholson differencing. The linear systems are solved with a 
multigrid accelerated Gauss-Seidel scheme [7]. T is advanced as well as h solely to 
avoid the solution of a non-linear difference equation for h. The updates for species 
and temperature are themselves performed sequentially in two steps, one accounting 
for convection and diffusion and the other for kinetics, in order to facilitate the use 
of complex kinetics mechanisms. In the kinetics update, the system of equations 
8m'; [)t = - R, is integrated with an implicit difference scheme. Temperature is then 
computed using equation (3.8). 

In the remainder of this section, we present the above algorithm in more detail. 
We first discuss the methodology for the case in which the furnace walls are aligned 
with the grid boundaries, that is, Aij = 1 for all ij. We then discuss the extensions 
to account for embedded boundaries. 

4.1 Numerical divergence constraint 

Several steps in the algorithm require evaluation of '\7. U. The numerical form of the 
divergence constraint (2.3) requires modification due to the sequential approach. 

The continuity equation (3.1) and the equation of state (2.2) are redundant 
equations for the density p. Although the evolution equations with (3.1) replaced 
by (2.2) analytically conserve mass [24], numerical conservation of mass cannot be 
guaranteed due to the sequential approach used in the predictor step [29]. We 
therefore use (3.1) instead of (2.2). 

Using (3.1), however, makes it necessary to add an extra term to the discrete 
form of the divergence constraint (2.3) which accounts for the discrepancy between 
the values of p found by continuity and those found using the equation of state. The 
divergence constraint (2.3) is incremented as follows: 

('\7 U) .- (t"7 U) + f (- ) Cp,mix,ij - Rmix,ij - s-
. ij'- V' ij Pij - Pamb A - = ij, 

u tCp,mix ,ijPij 
(4.2) 
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where Pij = Rmix,ijPijTij and f is a constant satisfying f < 1.0. The extra term 
in the numerical divergence constraint is found by approximating Dp/ Dt in the 
enthalpy equation for non-isobaric flow [19] by (Pij - Pamb) / D"t, rewriting the resul
tant equation in terms of T, and using (2.3). The term f{Pij Pamb)/ D"t acts to 
drive the solution back to the constraint Pij = Pamb. Similar treatments have been 
used in numerical petroleum reservoir simulation [29]. 

4.2 Predictor 

4.2.1 Computation of convective derivatives 

The approximation of the convective derivatives consists of the following steps: 

( ) n+% n+% n+% n+% 11 d 1 Compute values of U'+ lL ., V'+ll ,and u. '+lL ,v, "+11 on all r- and z- ce e ges, 
, r~J} ~ /2,) t,) tl t,} /2 

respectively, using a higher-order upwind scheme [4]. 
(2) Project edge velocities found in (I) so that they satisfy the divergence con-

straint. 
(3) R n+% n+% d n+% n+% d n+% n+% £ ecompute U<+lL " V'+ll ,an u, '+ll ,V, '+11' an compute <P'+11. ,,<p, '+11 lor 

t I:t.,} 1. I'l,} ~,J 12 t,l 72 1. ,2,) 1J /2 

<P = pw, pm" T, ph, pk, and pf. using the higher-order upwind scheme. 
(4) Form discrete approximations of convective terms: (\7. (U<p))ij+% , for <p = 

pw, pml, ph, pk, and pf. and (U . \7<p)ij+%' for <p = U, v, and T. 
The first step follows the approach in [4]. First, time-centered left and right edge 

Un+1h d Un+% states, <+11 < L an <+11" R' at all r-cell faces and bottom and top edge states, 
1 -,l,j, 1. /2,), 

U':~+~ B and U,:~+lJ~ T' at all z-cell faces are found with truncated Taylor's series 
'tJ 12. '1,,) 12. . 

expansions that use monotonicity-limited approximations to the spatial derivatives. 
The time-centered edge states U':+~/%' at all r-cell faces and U,:~+1j~ at all z-cell faces 

1. /2J '1,) 12 

are then found by an upwinding procedure. 
In step (2), we use a MAC projection [15, 4] to enforce the divergence constraint 

(4.2). The equation 

(DMAC ~GMAC4»ij ( DMACUn +%) - Sf}, 
ij lJ 

(4.3) 

is solved for 4;, where sn is given by (4.2), and DM AC and eM AC are standard 
discretizations of the divergence and gradient operators on a staggered grid. The 
edge velocities are then corrected by 

n+% 
u i + lJ2 ,i 

n+% 
V i ,j+Y2 

(4.4) 

I (3) Un+lh Un+% d n+% n+1J2 £ n step , we recompute ~+lJ" . '+11 an compute c.p·+1/: "tp. '+11 or t.p = 
~ t2 ,) ',) /2 t 2.3 z,) t2 

pw, ph, pm" T, pk, and pf again using the approach in [4] with the modification 
that the upwind states are found using the MAC-projected edge velocities from step 
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(2). The discrete approximations to the convective derivatives are then formed using 

I d ·.JX f n+1J2 d n+1j2 centra luerences 0 CP'+ll ,an cpo '+11. • 
1 /2.) 1,J /2 

4.2.2 Crank-Nicholson differencing 

In steps (4) and (6) of the predictor we solve difference equations obtained by ap
plying the Crank-Nicholson method to the governing equations. In writing the 
difference equations below, we use ?jJ to represent all other flow quantities, including 
\7 . U. For the following model equation 

the difference scheme has the form 

The difference equations for all the quantities except tt and v have a similar form. 
The equations for tt and v are coupled and use the gradient of the time-lagged 
pressure, (\71l")n-1J2. In step (4) of the predictor, cpn+l,p and ?jJn+l,p are evaluated as 
cpn and ?jJn. In step (6), cpn+l and ?jJn+l are substituted for cpn+l,p and ?jJn+l,p as the 
former become available. 

4.2.3 Computation of \7 . qrad 

We discretize the discrete ordinate equations as conservation relations for each cell 
[22] and use diamond-difference formulae with flux-limiting. The temperature field 
1ij+l,P is used. The system is solved by successive sweeps through the mesh for each 
ordinate direction. In the computations for this paper we set both reflection and 
scattering to zero. The ordinate values are taken from the 86 set listed in [12]. 

4.3 Corrector 

An approximate projection [3] is now used to enforce the divergence constraint (4.2) 
and determine 1l"n+%. In the predictor, we use a time-lagged pressure gradient to 
compute a velocity that does not necessarily satisfy the divergence constraint (4.2), 

1 (Ln n+l) ( )n+% n-1j2 2 T,ij + LT,ij - U· \7U ij - \77rij , 

where L,. is the discretization of the first two rows of \7 . r. In the projection we 
enforce 

Un+1 un n+lh ij ij 
Pij llt ~ (L~.ij + L~,tl) - (U . \7U)ij+1J2 - \77rij+Jh 

(\7 . U)ij+l S-!l,+l, 
1.) • 
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From the above, we see that 

U!l:+l - U'fI: 1 U~· U~ 
1) ZJ ('\1 o) _ 1,J "J 

!:l.t + n+¥2 ij - !:l.t 
Pij 

{4.6} 

where Oi+Yz,j+% = 1r~X~j+'¥2 - 1r7~~j+Y2' Taking the divergence of (4.6)' we obtain 
the following equation, 

'\1 . 1.J 'J _ ~J "J ( u~~n+l _ U~) S"!-.+l - Sf}. 
!:l. t !:l. t ' 

(4.7) 

which we solve using a standard finite-element bilinear discretization. Un+ 1 and 
1rn+% are then found by 

U!1·+1 
lJ 

n+% 
1ri +lJ2J+Y2 

where (Go) ij represents the cell average of '\18 over cell ij. 

4.4 Extensions for Embedded Boundaries 

(4.8) 

We now describe how to extend the above methodology to embedded boundaries. 
The overall philosophy for all steps except the corrector and the computation of 
'\1. qrad is based on the following strategy for evaluating '\1. Fij in a mixed cell, where 
F = (Fn Fz)T. First Fr is computed on all r-cell edges for which ai+%.,j > 0 and Fz is 
computed on all z-cell edges for which ai,j+% > O. Fr and Fz are computed ignoring 

the presence of the embedded boundary. In particular, if F contains derivative 
terms, then the discretizations of those derivatives do not account for the boundary. 
For example, if F '\14>, then Fr,i+%J (4)i+l,j - 4>iJ) / !:l.r. Next the flux Pwall 

is computed at the embedded boundary. Diffusive fluxes are evaluated using the 
"law-of-the-wall", while convective fluxes are set to zero. '\1. ~j is then computed 
over the fluid portion of the mixed cell using the divergence theorem. 

Many of the steps in our methodology involve the solution of a difference equation 
of the form L<p = f. Divergence terms enter the algorithm in one of two ways, either 
in the construction of L or in the evaluation of f. The first case arises, for example, in 
constructing the left hand side of the difference equations for the MAC projection 
(4.3) and for the Crank-Nicholson scheme (4.5). The strategy in the preceding 
paragraph is used to construct L in these situations. The second case arises in 
computing a divergence used in forming the right side of a difference equation. The 
approach then is to compute a preliminary value '\1. F~ as in the previous paragraph, 

set '\1. Fij to Aij'\1 . Plj in all cells, and redistribute (1 - Aij) '\1 . F~ in a conservative, 

volume-weighted manner to the values of '\1 . Pkl in the cells kl neighboring cell ij. 
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We use a variation of this last approach to compute convective derivatives [2, 26]. 
To illustrate, we consider the model equation 

8p!.p at + 'V • pU!.p = O. 

The strategy is the following. First a reference state <p is constructed in all cells 
ignoring the embedded boundary. <p is found using the higher upwind method 
(§4.2.1) with conservative differencing in fluid cells and convective differencing in 
the mixed cells, Le., 

where (U . 'V<P)ij+% is constructed ignoring the embedded boundary. Next, in the 

mixed cells only, a preliminary value of ('V . pU!.p ) ij+ lh,p is computed using the ap
proach discussed two paragraphs above, and 8Mij is defined by 

~M (n -) At (" . pUln)~).+lJ2'P. U ij = !.pij - <Pij L.1 v 'r • 

The conservative update for <P is then 

n+l - ~M 
!.pij = <Pij + U ij· 

This update, however, is potentially unstable for the value of ~t computed in (4.1) 
due to the presence of small cells. To avoid stability problems, <pij+l is instead 
incremented using a stable but non-conservative update, 

<Pij := 'Pij + Aij6Mij . 

Conservation is maintained by redistributing (1 - Aij) 6Mij in a volume weighted 
fashion to the values of r{:>kl in the cells kl adjacent to ij. Finally, the convective 
derivatives are defined by 

(" U )n+% (n v . p <P ij = <Pij 

4.4.1 Embedded boundaries: Computation of 'V . qrad 

In the presence of embedded boundaries, we model radiative transport effects with 
a modified Sn discrete ordinate representation. The conservative flux balance on 
each cell takes the form 

~~~ (ri+%ai+%J1p,q,i+lh,j - f'i- 1/2ai-%,jlp,q,i-%,j)+ 

~ ( a·· ll. I .. 11 - a·· 11 I .. 11) + D.z t,)+ /2 p,q,t,)+ 72 1,)-72 p,q,t,J-/2 

A .. 
r'~'.1 (o.p,q+1J2 I p,q+1J2,i,j - o.p,q-lJ'1I p,Q-%,isi)+ 

t p,q 
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where the Iw term represents the flux across a segment of the embedded bound
ary, Tw is the value of r at the midpoint of the segment, it is the normal to the 
segment, Op,q is an ordinate direction unit vector, Lw is a wall factor, and a is a 
factor for angular discretization. In fluid cells this reduces to the usual discrete or
dinate discretization for axisymmetric coordinates [22]. In order to close the system 
additional relationships between the center and edge intensities are required. We 
use a modified form of the diamond-difference relations for this purpose, which for 
positi ve fL and ~ is 

Im,i+1J2,j 

Im,i,j+¥z 

= 1m ,i,j + ai_%,j(Im,i,j - Im,i-1J2,j) 

Im,i,j + ai,j_¥2(Im,i,j - Im,i,j-%)' 

Uniform isotropic flow yields an equation for the wall factor: 

v . qrad is computed using (3.9) as before. 

4.4.2 Embedded boundaries: Corrector 

o. 

The approximate projection (§4.3) handles the presence of embedded boundaries 
using a natural extension of the finite-element based discretization discussed above 
[3] to irregular regions [2]. The basic approach utilizes the same discretization used, 
by Young et aL [31] for full potential transonic flow. We now summarize this 
approach; see [2] for full details. We rewrite (4.7) as follows: 

1 au· as 
V' pV6=V'7it at' (4.9) 

p, au· / at and as/at are considered to be piecewise constant over each compu
tational cell with values given by (4.6), while 6 is considered to be a continuous, 
piecewise bilinear function. 6 can then be expressed as 

6 = L 6i+%,j+%Xi+%,i+%' 
i+)'2,j+% 

where each function Xi+%,j+¥2 is a continuous piecewise bilinear function equal to 1 
on node (i + 1/2, j + 112) and zero on all other nodes. Integrating (4.9) by parts and 
assuming no flow through the walls, we obtain the following integral equation 

11 1 au· as - v t5 . VXi+%J+¥2rdrdz = . VXi+¥2,j+% + -at Xi+%J+% rdrdz (4.10) 
o.p 0. 

for each node i + 112, j + 112, where n denotes the fluid portion of the computational 
domain. The left hand side of (4.10) is, in discrete form, a nine-point stencil approx
imating V . (1/ P ) V t5. The right hand side contains a standard four-point divergence 
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stencil for V' . (au* fat) and an weighted average of as/at from cell centers to cell 
nodes. After solving for 8, U and 11'" are updated using (4.8). (G8Lj in (4.8) is the 
cell average of V' 8 over cell ij. Inflow is accounted for as in [3] by additional terms 
in the right hand side of (4.10). 

5 Computational Results 

We now present some results from a calculation using our methodology. We sim
ulate the flow in the Burner Engineering Research Laboratory (BERL) furnace at 
the Sandia National Laboratory under the conditions reported in [17], specifically, 
during the testing of a 300 kW IFRF natural gas-fired burner under hot wall condi
tions in the BERL as part of the GRI SCALING 400 Project. The geometry of the 
burner is summarized in Figure 2. Air enters the burner at 31.35 m/sec at 312.150 K 
with a swirl number of .56, while natural gas enters at 22.7 kg/hr at 308.15° K. A 
more detailed description of the burner geometry as well as the inlet and boundary 
conditions is provided in [17]. Figure 3 shows some of the computational results at 
late time. The results compare favorably with the time-steady experimental data. 
However, the computed maximum temperature is approximately 2000 K higher than 
any reported temperature. This is partially due to the use of a reduced mechanism. 
The flame also appears to be too narrow near the burner exit, and the central cir
culation zone exhibits larger negative axial velocities than seen experimentally. We 
have not yet determined the extent to which these discrepancies are due to the low
Mach number model or other modeling assumptions, or due to the computational 
methodology. We do not show time-dependent results here, but as in our earlier 
work [25], the computed state of the furnace reaches approximate steady state at a 
unreasonably small value of time t. We again believe this is an artifact of the k - f 

modeL 

6 Conclusions and Discussion 

We have presented a new methodology for computing unsteady reacting flow in an 
industrial furnace. Comparisons of late time computational results with time-steady 
experimental data are so far favorable, but further validation is needed. A better 
turbulence model is needed to reliably compute time-dependent flow due to the fact 
that steady state is attained for an unreasonably small value of time t when using 
the k - f model. The authors are currently incorporating the methodology presented 
in this paper into an adaptive mesh refinement scheme [1] to improve computational 
efficiency. 
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research. 
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Figure 2: Sketches of the BERL furnace and the IFRF 300kW gas burner. 
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BERL Furnace with IFRF 300kW Gas Burner: Late Time 
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Figure 3: Late time results from a simulation of the BERL furnace under hot wall 
conditions. 
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